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Abstract

In this report we describe some models and numerical methods used
to simulate the flow and temperature in a pebble bed modular reac-
tor. The reactor core is filled with spherical particles containing low-
enriched uranium. Helium gas is forced through the pebbles to absorb
the tremendous amounts of generated heat. When modelling the reac-
tor, numerical difficulties are encountered owing to large discontinuities
in heat and mass fluxes at boundaries of the system. We first investigate
the gas flow in the pebble region and find in the literature a resolution
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to the numerical issues. We then study the heat flow in the pebble re-
gion. Numerical schemes are presented that can significantly improve
the accuracy of the computed results.

1 Introduction and problem description

A pebble bed modular reactor (PBMR) is a gas cooled nuclear reactor of
approximately cylindrical shape. The reactor core is filled with fuel pebbles
containing low-enriched uranium, located in an annular region close to the
graphite centre of the reactor (Figure 1). During the reaction, helium flows
through the hot pebbles to cool down the system. The heat from the nucle-
ar reaction is transferred to the gas and converted into electricity through a
turbine. PBMR Ltd aims to perform real-time accurate simulations of the
helium flow and temperature in the pebbles. This is currently achieved by
calculating the values of the required parameters for a very limited number
of points. They asked the study group to investigate numerical difficulties
they have encountered with the method they currently use. PBMR Ltd are
looking for solutions that would allow them to keep their present finite volume
numerical model on an unstructured grid.

Two types of numerical difficulties were encountered involving nonphysical
variations in predicted velocities and temperatures at boundaries in the system.
The first problem involves calculation of the flow of the hot gas. An abrupt
change in the flow resistance is encountered when the gas enters the pebble
bed. This causes unrealistic oscillations in the numerical solution around the
gas-pebble interface. The second problem is related to simulations of heat flow
between the pebble bed and reactor walls. Depending on the discretization
used, large variations (up to 30°C) in the temperature at the boundary are
obtained. Refining the mesh removes the difference; however PBMR need to
use a coarse mesh to enable real-time simulations. Both numerical difficulties
have been resolved by a combination of related methods in the literature, and
the development of new numerical methods based on integration and local
analytical solutions. Details are given below, along with some thoughts on the
appropriate physical modelling of the reactor core.
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Figure 1: Schematic pebble bed nuclear reactor.

2 The governing equations

The reactor core is modelled as a cylindrical container as shown in Figure 1.
The gas enters with velocity u at 2 = —L, flows over the hot pebbles which
occupy the region 0 < z < L and leaves at z = L. Any general model of the
reactor will involve coupled partial differential equations describing conserva-
tion of mass, momentum and energy in the system. However, the numerical
difficulties experienced by PBMR Ltd can be illustrated by considering much
simpler decoupled equations. We assume the gas is incompressible, with an
average density p,. The pebbles are stationary and we model them as a porous
medium of constant porosity €; they also act as a heat source ¢ per unit vol-
ume. The pressures pg at z = —L and p; at z = L are prescribed. The flow
of gas through the reactor is modelled by the incompressible Navier-Stokes
equations:

ou
o (G @ V) = -Vpepvu-s. Veusoo ()
where u is the average fluid velocity on a scale much larger than a pebble
diameter, S is a momentum sink term, and all the other variables are defined
in the Nomenclature, Section 7. According to PBMR Ltd the gas flow in the
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reactor is turbulent high Reynolds number flow. Therefore the momentum sink
term S can be modelled as p,Au? in the pebbles (Ergun equation [1,2]) and
zero in —L < z < 0, where )\ is a viscous resistance factor. The momentum
sink term S plays the role of a large discontinuous body force and is known to
lead to numerical difficulties [3]. We discuss these briefly in the next section
and find a solution that allows PBMR Ltd to address the difficulties while
continuing to use their basic finite volume code.

We are also concerned with the heat generated in the reactor and need to
consider the mean temperature 7, in the gas and the mean temperature 7, in
the pebbles. The energy equations for the gas and the pebbles can be written
as

oT,
PgCq (a—tg +u, - VTg) =V - (k,VT,)+ H(T,—T,), (2)
T,
PpCp o =V (k,VT,) — H(T, - Tg) +q, (3)

where uy, = u/e, € is the void fraction, H is a heat transfer coefficient, ¢ is
the heat generation, and these equations hold in 0 < 2z < L, ry < r < ro.
We also need to consider the heat equation in the solid core, 0 < r < ry, and
the external casing, ro < r < r3, and then impose boundary conditions of
continuous temperature and heat flux at the interfaces r = rq, r = rs.

We consider two simplified problems to test the numerical scheme. First
we neglect the heat transfer to the gas and solve the steady-state version of
equation (3) with H = 0. This problem is independent of z and it is solved
analytically in Section 4.1. A further extension including the heat transfer term
but assuming that 7} is constant can also be solved analytically as is shown
in Section 4.2. Secondly we considered a one-dimensional model where 7, and
T, depend on z alone and (2) is solved in —L < z < 0 and (3) in 0 < z < L.
Since the numerical problems seem to be triggered by the discontinuity at
z = 0 caused by the ¢ term, we neglect the heat transfer term. Neither of
these problems are physically realistic, but they have the advantage that they
allow us to test out the numerics and show how the problems encountered by
PBMR Ltd may be avoided.

3 Pressure velocity coupling

In this section we investigate the numerical solution of the equations governing
the transport of cooling gas through the nuclear reactor. We first discuss
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issues with standard numerical schemes that have been used to solve these
equations (Section 3.1). We then discuss, in Section 3.2 the application of a
novel scheme to circumvent the difficulties. We conclude by briefly discussing
other techniques that may be used to solve the governing equations.

3.1 Standard numerical techniques

A common technique used for computing the numerical solution of the Navier—
Stokes equations is the finite volume technique: see, for example, Tannehill
et al. [4]. This method underpins the SIMPLE algorithm [5] which may be
summarised as follows.

1. Guess the pressure field pg.
Solve the momentum equation (la) to calculate u.
Use the continuity equation (1b) to update the pressure p.

Update the velocity field using w,e,, = ugqg — AVp.

AN

Repeat steps 2-5 until the solution has converged.

The constant A is a fictitious time increment divided by the density. As far
as implementation of the algorithm goes, it is a relaxation constant, and needs
to be sufficiently high to allow the iterate for u to vary on each iteration, but
sufficiently small for convergence [4].

PBMR have software that implements the SIMPLE algorithm. This soft-
ware has much more functionality than the fluid dynamics discussed here: as
such PBMR are reluctant to implement significant changes to the fluid dynam-
ics component of this software as it may impact elsewhere in the software. As a
consequence, the SIMPLE algorithm must be implemented using a cell-centred
finite volume method.

The drawback to implementing the SIMPLE algorithm using a cell-centred
finite volume mesh is that the phenomenon known as pressure—velocity uncou-
pling occurs. This can sometimes be avoided by the use of Rhie-Chow inter-
polation [6]. However, this technique does not work well when there are rapid
changes in body force, such as those appearing in our model problem in Sec-
tion 2. When applied to the model problem, this technique induces ‘spikes’ in
the computed velocity rather than a constant velocity. This is demonstrated
in Figure 2, where the computed velocity is shown by the solid line and the
pressure shown by a broken line.
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Figure 2: Velocity spikes: the solution of the model
problem described in Section 2 using the SIMPLE al-
gorithm with Rhie-Chow interpolation. The solid line
represents the velocity, and the broken line represents
the pressure.

3.2 A more appropriate numerical technique

The issue of velocity spikes was addressed by Mencinger and Zun [3] who mod-
elled abrupt changes in the force field due to two mixed fluids, e.g. air bubbles
in water. The key to this algorithm is the discretisation of the momentum
sink: these terms should be discretised on the faces of the control volumes
rather than at the cell centres. When this is done, the velocity spikes shown
in Figure 2 are removed, and the velocity is given by a constant function as
required.

This method appears to solve the problem encountered by PBMR, although
there are some words of warning. As the momentum sink is dependent on
u, this quantity must first be calculated from the values at the cell-centres.
Although this is not exactly what is desired by PBMR, it is likely to be a small
modification to the code that is unlikely to cause any difficulties.

3.3 Discussion on pressure—velocity coupling

It should be noted that the SIMPLE algorithm was developed in 1980, and
that the Rhie-Chow interpolation scheme was developed in 1983. The need
to develop uncoupled algorithms such as these was largely dictated by com-
putational resources—particularly memory—available at that time. However,
the significant and steady increase in computer power that has been witnessed
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during the past 30 years has spawned the development of many more robust
finite—volume methods (FVMs) and finite—element methods (FEMs): although
implementation of these methods would not have been possible on earlier ma-
chines, they are now often the method of choice. Of particular interest are
FEMs. These methods are based on a more sophisticated mathematical basis,
and therefore allow desirable features such as stability to be implemented in
a mathematically rigorous fashion. Furthermore, the abstract mathematical
formulation on which these methods are based lends itself to rigorous error
analysis techniques, from which automatic mesh refinement routines may be
derived to ensure the error is within a given tolerance. These techniques do,
however, require the (computationally memory intensive) solution of large sys-
tems of equations, and so have only recently become popular for large scale
computations. For more details on the application of FEMs to the solution
of the Navier—Stokes equation see Elman et al. [7] and the references therein.
Should PBMR ever decide to significantly overhaul their software they may
wish to use these more robust algorithms.

4 Reflector treatment

The temperature in the pebble bed will now be studied. Two cases will be con-
sidered to solve the steady state numerical difficulties encountered by PBMR
Ltd:

e A simplified (non-physically realistic) solution where no heat may be
transferred to the gas. This case admits straightforward analytical so-
lutions that considerably simplifies comparisons between analytical and
numerical solutions.

e A more general system will then be considered. Analytical solutions
involving Bessel functions are also available and the method developed
for the simplified case will be extended.

When expansions are necessary for numerical solutions, they only include the
terms necessary to achieve accurate approximations.

4.1 Simplified case

The configuration studied in this section is presented in Figure 3. Heat is
only released in Region 2 at the constant rate ¢. In this case, the governing
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Figure 3: Simplified case configuration.

equations may be written:

10 oT
<r< S ) =
0<r<mnr e (mr&“) 0, (4)
10 or
1 <r< T2 —;5 (KJQ?”E) =q, (5)
10 or
T2 <r< T3 —;E (Iigra) = 0 s (6)
subject to the boundary conditions
oT
T =Trer , — =0. 7
(15) = Toey » 5 (7

r=0
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Figure 4: Typical grids.

Using the continuity of temperatures and heat fluxes, the following analytical
solution may be calculated:

osr<ns T=T- gt (- () - L)

2/13 T3 4/‘62
2
qry T
—In(—), (8
+2K,2 n(?“g) ()
q T2 q
r1 <1 <71y T_TO_Q—@(T%_ f)ln(E)—r@(TQ—rg)
2
qri r
—In(— 9
o, n(w) , (9)
rg <1 <71y T:To—i(rg—rf)ln Z). (10)
- - 2/?3 T3

Numerical schemes are derived for the system (4-6) on the two types of grids
described on Figure 4. In each case, the space step is Ax. The position of the
points will vary:

e Type 1 grids. The temperatures are calculated at positions z = ¢Ax and
the fluxes are evaluated at © = (i + 1/2)Axz. The temperature T; and
the flux @;41/2 should be expressed as functions of the initial conditions
Ti—y and Q;_1/2, where ) = —k0T'/0r is the standard one-dimensional
heat flux in cylindrical polar coordinates.
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e Type 2 grids. The temperatures are calculated at positions = = (i +
1/2)Ax and the fluxes are evaluated at x = iAz. The temperature
Tit1/2 and the flux @; should be expressed as functions of the initial
conditions T;_ /o and Q;_;.

The objective here is to get the same quality of results on both grid types.
The temperature will be calculated from the centre, » = 0, ¢ = 0 towards the
external boundary, » = r3, ¢ = i3. Boundary conditions are at the two different
extremities of the domain. In this simplified set-up, replacing the temperature,
T, with T'+T,,, where T,, is a constant temperature, will not affect the result
because the heat source ¢ is constant. The temperature 7' = 0 may be imposed
at the centre, and once the temperature profile has been determined, the value
of T, is then chosen so the boundary condition T'(r3) = T, is satisfied. The
numerical scheme will be detailed for each of the three zones. Exact and
approximate expressions are given for fluxes and temperatures in all possible
cases.

4.1.1 Zone 1&3: Kernel and external layer

Integrating equation (4) or (6) between « and r leads to:

“ 0 orT Ta
/r E[KTE]C”:O(:} Q:7Qa‘

Integrating the equation once more between a and r provides the relation:

77, - TaQ (f) .

K a

Using appropriate values for the dummy variables o and a leads to the following
numerical schemes:

e Type 1 grid

ri_ Ar
Qit12 = 2 Qi—172 = Qi—1/2 (1 — ) ;

Tit1/2 Titv1/2

Ti+1/2Qi+1/2 In (7“2‘+1) T _ Qi+1/2AT

K T K

Ty = Ti—
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e Type 2 grid

Qi = fiot Qi—1 = Qi1 (1 — Ar) :

Tz’+1/2 = Tz>1/2 - o '111< A

4.1.2 Zone 2: Temperature in the pebbles

Similar integrations of equation (5) lead to the following equations:

e Type 1 grid

Ti—1/2 T’?—}—l/? Tic1/2
Qiv12 = Qi—1/2 + ¢ 9
Tit1/2 Tit1/2
A Ar?
= Qi-12 (1— >+ Ar— 2
Tit1/2 2rit1/2
2
qr; T i i
Ty = T+ < +1/2 +1/2Q+1/2>ln (7“+1> —i(r
2K Ko T dro
- T Qiv1pAr
i Ko .

e Type 2 grid

22
Ti— TZ' - T,L‘_ AT
Qi = r‘lQifl‘FQTl:Qifl (1— '>+(1A7“—

99

2
qr; Qi Tit1/2 q
Tiv12 = Ticapp+ (2%2 - ) In ( ) - —4@ (7“1‘2+1/2 - 701271/2)

K2 Ti—1/2

QiAT

= Timip— -
2

4.1.3 Interface zone 1-zone 2

The position of the interface is ry = i1 Ar.
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e Type 1 grid

2 2
Ti1—1/2 qTi+12 — Ty

Qi = Qiy—1/2 +
e Tiy+1/2 e 2 Tiy+1/2
Ar Ar?
= Qi —-1/2 (1 - ) + QAT S )
Ti1+1/2 2 87’z‘1+1/2
2
qr; +1/2/2 - T’i1+1/2Qz'1+1/2 Tii+1 q
T, = T : In [ = - (r2, =
1+1 1 + Ko i, 4l€2 ( i1+1
-7 _ Qiy 117247
21 /{,2 N

e Type 2 grid

11— A
Qi = : ~Qi1 = Qi1 (1— .7’)7

Til 51
2
qri;, Qi Tiy41/2 q /2 2
Tiivapp = Ticapp + (2—/-;; - #) In (IT) " iy (%H/z - Tzl)
Qi Ar Qi q
= T _1/9 — — + L L) A2,
1-1/2 2K 8ri ke 8ka
4.1.4 Interface zone 2-zone 3
The position of the interface is ro = s Ar.
e Type 1 grid
2 2
Tip—1/2 qTi — Ti,—1)2
Qi = = Qiy—1/2+ 5————
2/ Tig41/2 = 2 Tio4+1/2
Ar q 3qAr?
= Q- (1— )—F—AT—iTi 1
2ol Tio4+1/2 2 8Ti2+1/2 =
T Qi T
_ E2 . 2+1/2ia+1/2 In ( 2+1)
K3 Tig
_ 7 Qist1/2A7

7
2 K‘,g

2
(51

)
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e Type 2 grid

2 2
Tio—1 Ty — T Ar
Qi = ’ Qiy—1 + ¢—5—"— L= Qir—1 (1 o )

7"1'2 27“1‘2

2

qAr
+qAr — o Tiyt1/2
12

1 7 1 7
= E2—1/2_Ti2Qi2 —1In = + —In M
K2 Tig—1/2 K3 Tig

2
qr; T q
+—21n ( 2 ) - (7“?1 — 7"?1_1/2)

2/‘62 7"1'2,1/2 4/4,2
1 1 Q. (1 1
= Thorjp— QuAr (— + — LN -
2-1/2 Q2 T(QK,Q +2/ﬁ)3) * (87"1'2 (K,g K,Q)
q 2
— | Ar=.
+8/£2) r

4.1.5 Numerical results

Figure 5 compares the numerical results calculated with expansions and the
analytical solution for the space step Ar = 0.5, which means two points per
zone. This is the coarsest possible mesh, on this grid the error should be
maximum. The results are evaluated using first order in Ar approximations
for the temperature and second order approximations in Ar for the fluxes. The
second order approximation significantly increases accuracy and compensates
the effects of the coarse grid. A second order approximation in Ar is also
necessary at the interfaces for the type 2 grid, otherwise, the heat produced in
the pebbles would not influence the temperature on the cell. In this situation,
the temperature calculated with either grid is very close to the analytical
solution: the maximum difference observed, AT, occurs in the flat central
region and AT < 2°C' for both curves. This difference satisfies AT < 0.5°C
if the number of points is doubled. Without second order expansions in Ar,
for Ar = 0.5 the difference between analytical and numerical results reaches
AT = 60°C for the type 1 grid and AT = 100°C' for the type 2 grid. Using a
second order approximation in Ar for the fluxes and the interfaces of the type
2 grid is absolutely necessary to improve the accuracy of the numerical results.
For comparison, first order results are included in Figure 5.
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Figure 5: Comparison of the various schemes for the simplified model. Note
the radius is measured along the horizontal axis.

4.2 More general system

A more general configuration will now be studied. In this case, the governing
equations may be written:

10 or
<< = ) =
0<r<mn o (mlrar> 0, (11)
10 or
ry <r <y rar(/‘igrar> g+H(T,-T), (12)
10 or
<< - =) =
ry <1 <713 - (/137" 87’) 0, (13)

subject to the boundary conditions

or

T(TS) - Tref ) E

~0. (14)

r=0
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An analytical solution may be calculated for the system (11-14). This is de-
tailed in Appendix B. The numerical scheme will be calculated for both type
1 and type 2 grids using the same methods as in the previous section.

4.2.1 Zone 2: temperature in the pebbles

e Type 1 grid

q— HT, Ar?  Ar3 HAr
g = —H (T, — 12220 (Ar -
Qit1/2 ( 1/2 % ) ( r o, + 12 + 2 4rg

10 1 Ar . Ar?  HAr®  Ar3
=1/2 ro 2r 24ker;  4r? )

iv1/20\
Ty = T)— Qir1/2A7 ‘
Rg
e Type 2 grid
Ar  HAr?
i = Qi1 | 1-
Q Q 1( T 24/4,27“1‘)

q— HT, Ar?  HAr3
—H (T p——F— ) |Ar— — ;
( 1-1/2 H )( "o T 24my

Tivipg = Ticapp —

4.2.2 Interface zone 1-zone 2

e Type 1 grid

q— HT, Ar  Ar?  HAr®  Ar3
i = “H\Twap——F— (5~
Qiy+1/2 ( 1/2 H ) ( 2 874, + 48Ko * 167“1421
+Q ,_ Ar i HAr? + Ar?  HAr®  Ap3
i1—1/2 2Ti1 8kKo 47’?1 24/{27’i1 247’5’1 )
; A
j-vilJrl — 111'1 _ M .

K2
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e Type 2 grid

11— A
Qi = - lQi1—1=Qz‘1—1 (1— T);

i1 i1
Hﬂ —1/2 q+HT AT’2 A?“g
Tiijp = Ti s ‘ -
1+1/2 ! 1/2 + ( K9 K9 8 487“1‘1
Qi (Ar 3Ar?2  HAr3 9Ar3)

+

2 874, 24 ko i 48r?

11

K2

4.2.3 Interface zone 2-zone 3

e Type 1 grid

q— HT,\ (Ar  3Ar?  HAr  3Ar3
i = —H\Tyap——— 2 B
Qirr1/2 ( 1/2 H ) ( 2 874, 24K, - 1677,
+Q L Ar A HAr THAY A
i2—1/2 Tiy 7’% 8ko 48%2”2 4T§2 ’
; A
7‘;2+1 — EQ _ M .
K3
e Type 2 grid
Ar HA
i = Go— 1 -
@ = Qi ( Tiy 24/%2?“@)
q— HTg Ar? HAr?
—H(T, 1p———2) [ Ar— - ’
( 2—1/2 H )( r 27“i2 24/4,2
I q—HT,\ (3Ar*  TAr?
T R g _
2 t1/2 2—1/2 @( 2—1/2 i ) ( 8 487,

Qir—1 Ar  3Ar?2  Ar? HA

N ot ;

Ko 2 8ri, 12rf  24kKar;,
0. (Ar Ar? Ar3 ) '

— = +
2Kk3  8Kari, 24/137“222

4.2.4 Numerical results

Figure 6 compares the numerical results calculated with expansions and the
analytical solution for the space step Ar = 0.5, which again means two points



Pebble bed: reflector treatment and pressure velocity coupling 105

800 T T T T T
I Analytical curve
I I Type 1grid ——+—
700 : = t Type2grid x4
i i
i i
600 i i
i i
~ i i
© 500 | ! A\
o 5 ‘
=2 i
© 400 i
[0} .
o !
£ !
QL 300 | :
r=11
200 :
i
i
100 i
|
O 1 1 1
0 0.5 1 1.5

Radius r (m)

Figure 6: Comparison of the various schemes for the more general model. Note
the radius is measured along the horizontal axis.

per zone. The temperatures calculated with either grid are again really close
to the analytical results. The differences is less than AT = 4°C' for all points
except for the type 2 grid after the second interface, where the error is AT =
16.5°C. Here again, the error is reduced when the space step gets lower: the
maximum error is AT < 4.5°C' for Ar = 0.25 with all other points except for
one are calculated with an error less than AT < 1.5°C'. The error is mainly
due to the approximation of the flux. If accuracy may not be achieved with
the third order accuracy in Ar for large values of the space step, using the
exact solution of the flux could be a better option. For grids of type 1 and
type 2, first order approximations in Ar lead to errors up to 50°C. The errors
occur around r = 2. They would be difficult to see on Figure 6 so the first
order curves are not included.

These results were calculated with gas temperature 7, = 700°C. This
temperature will vary significantly with the position in the vessel. This aspect
will now be studied more carefully.
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Figure 7: Simple geometry of the system.

5 Temperature variation of gas in the pebbles

The temperature of the gas flow through the pebble bed will now be consid-
ered. We model the pebble bed reactor as a uniform channel with two distinct
Regions I & II, see Figure 7. In Region I, a cooling gas of temperature 7T}, flows
with constant mean velocity U (averaged over the cross section of the channel)
towards Region II which is occupied by pebbles. This region has a constant
void fraction, €, and heat source, ¢, and an adiabatic end. The temperature
of the gas in Region II is denoted T,. The effect of heat transfer from the
pebbles to the gas is modelled as an effective heat source ¢ in the gas.

5.1 Model

For this one dimensional system, the steady state heat equations may be writ-
ten:

oT, o°T,
_nggUa—zg = Ky 8z2g in RegionI —L <2<0, (15)
U 0T, 0°T,
—PgCq— agp = fyg ¥ 4+q imRegionll 0<2<L,  (16)
€ 0z P

and all the quantities are defined in the Nomenclature, Section 7. To simplify
the problem, all quantities are assumed constant. Equations (15) and (16) are
solved subject to the following boundary conditions:
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e Imposed temperature at z = —L:

e Continuity of temperature and fluxes at the interface

Tg (O) - Tgp (0)
o, oy,
0z 0z

z=0 2=0

The flux condition may be simplified since the conduction is the same
on either side of the interface.

The length and temperature are non-dimensionalised as follows:
2= L7, T="T,+ATT,

where L is the typical height, T is the initial temperature of the gas and AT
a typical temperature gap. The governing equations become

ory kg 0T,

9z pyCg LU 0227

Oy ery 0T, eLq
0z pgc,LU 922 p,c,ATU

Diffusion is a slow phenomenon, so clearly, the temperature is governed by
convection and the heat source. The typical temperature gap is therefore:

IV
PgceU
The governing equations are then

o7, 0*T,
- _ 17
0z Mo (17)

aT, 0°T,
—F = —er—L -1, (18)

0z 072
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subject to the boundary condition

Tg(_l) = 0,
oTy, _ 0
82 z=1 ’

Tg(o) = Tgp(o) )
on, _ oL,
9z | ,_g 0z o

where
__Hhyg
e paCeLU

Equations (17-22) may be easily solved:

T, = A+ Be /",
Ty = C+ De=#/(em) _

where

= —gel/m (1 _ 61/(%1)) :
K1 (1 — el/(“’”)) ,

S Q% =

—emel/(e’“) .

5.2 Numerical results

6Klel/(em) + Ky (1 . 61/(551)) (1 . 61/1-@1) 7

J. Charpin et al

19
20

(19)
(20)
(21)
(22)

22

(23)
(24)

The temperature of the air is plotted in Figure 8 for k1 = 0.1, 1, 10. The
results are dimensionalised to fit with experimental results: at the top of the
pressure vessel, the temperature is 7' = 500°C and at the bottom 7" = 900°C'.
These curves correspond to € = 0.1. The curves calculated with ¢ = 0.3 are
very close to the curves obtained in Figure 8. The parameter x; seems to have
more influence. The value of this parameter depends on the thermal properties
of the gas and the velocity of the gas. These values were taken constant but
should vary with the gas temperature and pressure. The results are therefore

only a first approximation.
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Figure 8: Gas temperature profiles for various values of ;. The top of the
reactor corresponds to z = —13.5m and the bottom z = 13.5m.

6 Conclusion and future work

The study group provided insights on the gas flow model inside the pebbles
and suggested solutions for the numerical problems encountered by PBMR
Ltd.

e The velocity spikes observed numerically at the surface of the pebbles
may be removed by employing a more appropriate numerical method.
The crux of the problem is the discretisation of the sink terms: they
should be evaluated at the boundaries of the grid cells and not at the
centre.

e The numerical problems due to the two different types of grids may be
solved by using specially designed numerical schemes. To achieve maxi-
mum accuracy, the formulae should be based on local analytical solutions
of the governing equations. The formulae can be approximated using
Taylor series expansions as in Section 4. Depending on the position and
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parameter, first, second or third order Taylor expansions are required to
guarantee that the numerical solutions are close enough to the analytical
solution. The method was developed for specific grid positions relative
to interfaces. If necessary, the method could be extended to more general
cases using a similar approach.

The temperature in the pebbles was calculated in each cross section of the
pressure vessel. The evolution of the temperature in the axis direction was
neglected, although this was shown to vary significantly. Vertical heat conduc-
tion should be investigated to further increase the accuracy of the numerical
simulations.
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7 Nomenclature
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(%
€

Heat transfer coefficient
Void fraction
Thermal conductivity

Inertial resistance factor
Dynamic viscosity
Density

Space steps in the r, x
and y directions

Heat capacity
Pressure

Heat source

Radial and Cartesian
coordinates

Time

Velocity in x and y
directions
Non-standard heat
transfer coefficient
Heat flux

Reynolds number
Momentum sink term
Temperature
Cross-sectional average
gas velocity

0-1
/431:1(], H2:15,
l€3:20

10000

Wm—2K™!
ND
W-m 1K1

-1, 1

kg-m~—3
m

Jkg 1K 1
Pa
W-m™3

m

m-s

m-s—

Subscripts
p, Pebbles,

g, Gas

gp, Gas in the pebbles.
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Appendix

A Bessel functions

Bessel functions are necessary to solve the system (11) to (14) in Section 4.
These functions are defined as follows:

Io(x) = 245/{;1)27

foe) = i (5) 1] 2 ::&.3;,

Ki(a) = —Ky() = L) [in (5) +1] +- Doy 2’64:’;'%( )

where v = 0.57721566 is the Euler constant and

In the present code, the functions were approximated using sums up to k. =
30, this is high enough to calculate accurate values. Many other choices are
possible.

B Analytical solution for the system in
Section 4.2

An analytical solution for the system (11) to (14) may be calculated using the
continuity of temperatures and heat fluxes:
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H H HT,
0<r<r: T:ozI()(rl\/—)+5K0<7’1\/—>+7q+ £, (25)
K9 R2 H
| H | H HT,
1 S r S Ty ! T: QIO <7” —) +6K0 <T’ —) + Q+ g , (26)
K9 R2 H

rg <71 <rg: T:To+’yln(1) ; (27)
3

where [y and K, are the modified Bessel functions (see Appendix A). The
constants are defined by:

_ K37
rQﬁ:?TEE K (r/(TT2))
I 7Q\/(f{/ﬁ2)> p(l(rlx/(ff/ﬁg) —-Il<r1«/(}f/hg)> f(l(rgw/(ff/KQ)) ’
8= K37
rayHra 1 (r /(7))

><]1 <T2\/(H//£2)> K, (T’l\/(H/Iig)> — I le/(H/Iig)> K, <7“2 (H//ig)) ’

() (u(2)-)

R3

A:

:

T2 H/'ig

h@wwmmkww(m%»+h@wwmwK«m(m@»

X

I <T2\/(H//£2)> K (7’1 (H/lig)) — I (T’l\/(H/Iig)> K, <7“2 (H//ig))

and the functions [; and K; are modified Bessel functions defined in
Appendix A.





